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Topics 

•  What is “meaningful”? 
•  Are our mathematical approaches appropriate given 

biological behaviors? 
•  What are our models? 
•  What differences arise in expectations given the 

models? 
•  Which model does this project use? 



Meaning:  A validated scientific theory 

•   Mathematical model consisting of variables and 
relations between the variables. 
•   Operational definitions relating the variables to 
observable (and measurable) phenomena.  
•  Experimental design to test predictions made by the 
model. 
•  A scientific theory is validated to the extent that 
predictions derived from it agree with experimental 
observations. 



Meaning:  Non-Considerations 

•  Richard Feynman: “It is whether or not the theory 
gives predictions that agree with experiment. It is not 
a question of whether a theory is philosophically 
delightful, or easy to understand, or perfectly 
reasonable from the point of view of common sense. 
The theory of quantum electrodynamics describes 
Nature as absurd from the point of view of common 
sense. And it agrees fully with experiment.  So I hope 
you can accept Nature as She is –  absurd.”  



Mathematical Approaches:  Statistics 

•  Statistical requirements – 
– Randomness  
– Independence 

•  Biological Requirements 
– Orderly 
– Interdependent 
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Peaking Phenomenon 

•  Optimal number of features 
depends on sample size, 
classification rule and 
feature-label distribution. 

•  Top: LDA, linear model, 
slightly correlated features. 

•  Bottom: LDA, linear model, 
highly correlated features.   

•    

–  Hua, J., Xiong, Z., Lowey, J., Suh, E., 
and E. R. Dougherty, “Optimal 
Number of Features as a Function of 
Sample Size for Various 
Classification Rules”, Bioinformatics, 
21(8), 1509-1515, 2005. 
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Mathematical Approaches:  Classification 

•  Error estimation requirements – 
– Feature Selection  
– Validation 

•  Typical biological study 
– Few samples per variable 
– Poor distributional estimate  
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Decorrelation of True and Estimated Errors 
•  In high dimensions, the key issue is 

decorrelation of the estimated and 
true errors, not estimator variance. 
– With or without feature selection. 

•  Vardev[εest] = σ2
est + σ2

tru - 2ρσest σtru 

•  Top: Cross-validation  
–  5 features out of 200, sample size 50 

•  Bottom: .632 bootstrap 
•  Hanczar, B., Hua, J., and E. R. Dougherty, “Decorrelation 

of the True and Estimated Classifier Errors in High-
dimensional Settings” EURASIP J. Bioinformatics and 
Systems Biology, Article ID 38473, 12 pages, 2007. 



Mathematical Approaches:  
Consequences 



Models 
•  Newtonian 

– Single large influence 
– Background dependent 

•  interaction measured has no consequence on overall 
system 

•  Relativistic 
– Multiple influences 
– Background independent 

•  Interactions measured have direct influences on overall 
system 



Models:  If And  (Newtonian) 



Models:  If Or  (Relativistic) 



Contributory Inputs 

N Engl J Med 2008;358.  



Analysis - If Or Agglomeration 

Staudt et al. NEJM 346:1937-47 (2002)




Analysis - If Or Agglomeration 

Staudt et al. NEJM 346:1937-47 (2002)




Agglomeration vs Classification 

NEJM 355;25 (2006) 



How does this play out? 



Dosimeter Model 
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